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Reconciling the ICE-6G_C reconstruction of glacial chronology
with ice sheet dynamics: The cases of Greenland
and Antarctica

G.R. Stuhne' and W.R. Peltier’

"Department of Physics, University of Toronto, Toronto, Ontario, Canada

Abstract we describe a theoretical and numerical framework that has been developed to investigate
the compatibility of the ICE-6G_C reconstruction of the glaciation histories of the Greenland and Antarctic
ice sheets with the latest understanding of ice physics. The ICE-6G_C reconstruction has been produced
solely on the basis of the theory of the glacial isostatic adjustment (GIA) process, and it has remained

an issue as to whether such reconstructions of the time-dependent thickness variations of grounded
continental ice sheets were compatible with physics-based ice mechanical considerations. Our analyses
focus on the evolution over the last glacial cycle of these extent ice sheet complexes and demonstrate that
the GlA-inferred models are entirely consistent with such considerations when uncertainties in (net) mass
balance history are taken fully into account.

1. Introduction

Over the past several decades increasingly detailed models of the evolution of continental ice cover through
the most recent 100,000 year glacial cycle of the Late Quaternary Period have been produced through appli-
cation of the theory of the glacial isostatic adjustment (GIA) process [Peltier, 1974, 1976a, 1976b; Peltier and
Andrews, 1976; Farrell and Clark, 1976; Clark et al., 1978; Peltier et al., 1978] as recently reviewed in detail in
Peltier [1998, 20071, and Peltier et al. [2015]. This theoretical structure, which is now being widely employed
internationally, considers leading order mass-balance variations independently of detailed assumptions con-
cerning either past climate variations or ice sheet dynamical evolution. It has been qualitatively understood
since the nineteenth century that the growth and decay of ancient continental ice sheets have left their
signatures in modern physical geography through coupling to the deformations of the solid Earth and asso-
ciated sea level change, and the GIA methodology formulates these ideas in a quantitative, gravitationally
self-consistent theory embodied in an integral Sea Level Equation (SLE). Given an assumed history of land ice
thickness variations and a model of the radial viscoelastic structure of the planet, the SLE predicts the varia-
tions of the level of the sea with respect to the continuously deforming surface of the solid Earth that should
be observed along any coastline from which appropriately dated histories of relative sea level (RSL) are
available. Given a global database of RSL histories and measurements of associated observables, the combi-
nation of observations and theory poses an inverse problem for the history of land ice thickness variations
and the radial viscoelastic structure, the solution of which reconciles the observations with a consistent
history of land ice thickness variations. Even though the theoretical structure is highly nonlinear and this
inverse problem therefore a formidable one to solve in principle, there exists a wealth of information available
whereby highly accurate first approximations to the required global glaciation history may be constructed.
This methodology has led to a series of successively refined histories beginning with the ICE-1 history of Peltier
and Andrews [1976], the ICE-3G history of Tushingham and Peltier [1991], the ICE-4G history of Peltier [1996],
the ICE-5G history of Peltier [2004], and, most recently, the ICE-6G_C history of Argus et al. [2014] and Peltier
et al. [2015] which will be the focus of the present paper. ICE-6G_C and the accompanying VM5a reconstruc-
tion of the radial viscoelastic structure evolved from earlier versions by fitting SLE predictions to an extensive
and expanding database of observations consisting of RSL histories, GPS and other space geodetic measure-
ments of the present-day vertical and horizontal motion of the crust, and exposure age dating of ice thickness
variations (in Antarctica).

While fundamentally based only upon the constraints provided by the GIA process, the ICE-6G_C (VM5a)
(hereafter 16G) structure and its predecessors have in practice been informed only to a small extent by ice
dynamical considerations and simulations. Most notably, ice thickness history from the Gr.B simulation of
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Tarasov and Peltier [2002, 2003] (hereafter TP02, TPO3, etc.) has constituted the GIA reconstruction of
Greenland glaciation since publication of the ICE-5G (VM2) model. To the extent that 16G is derivative of ice
sheet model results, it is tautologically consistent with the dynamical constraints that these models impose
upon possible ice thickness histories. Since the reconstruction of ice thickness history variations from all other
regions has continued to rely upon manual tuning, however, it has come to be an issue as to whether ice sheet
reconstructions based upon the pure GIA methodology are globally consistent with our increasingly detailed
understanding of the physics of ice sheets. Consistency cannot simply be defined in terms of consistency with
observations because reconstructions may be nonunique, with the true alternative to 16G potentially depend-
ing, for instance, upon deviations of the Earth'’s viscosity from the simple assumption of radial symmetry [e.g.,
vanderWaletal., 2015]. If the assumptions of I6G could convincingly be shown to be inconsistent with ice sheet
physics, then we would have grounds to pursue more elaborate hypotheses about mantle viscosity distribu-
tion and past ice cover. In presenting 16G as the observationally validated and currently best approximation
to truth, we define consistency in accordance with Ockham'’s razor by placing the onus upon competing ice
sheet coupled GIA models to prove inconsistency.

In a recent ice-sheet-coupled GIA modeling study of Antarctica, Whitehouse et al. [2012] locally fit GIA-related
observations by assuming an upper mantle viscosity significantly higher than that in 16G and correspondingly
predicted a significantly more modest deglacial mass loss since last glacial maximum (LGM). The quality of fits
achieved by these authors was lower than that of I6G, but a local simulation of Antarctica in isolation could not
logically establish inconsistency with I6G even if the fits were comparable. Grounds for a claim of inconsistency
could be established only by fitting the global observational database to equivalently tuned simulations of all
major continental ice sheets within the constraints of the pure GIA-based methodology. A global view of the
consistency of pre-16G GlA-based reconstructions of the Laurentide, Fennoscandian, and Greenland ice sheets
with the results of the Glacial Systems Model (GSM) was provided in an earlier series of papers by Tarasov and
Peltier [1997, 1999, 2000, 2002, 2003, 2004]. The shallow-ice approximation-based (SIA-based) model of TPyy
was trained to fit the GIA constraints by application of a Bayesian inversion process in which GSM parameters
were varied randomly through prior assumed ranges of plausibility in a Monte Carlo approach to the
solution of the inverse problem of ice sheet reconstruction. While revealing the plausible ranges of solu-
tions for local ice sheets through application of comparable tuning principles, these analyses relied upon
a GSM formulation that was insufficiently rigorous to ascribe inconsistencies to GlIA-based reconstructions
(as opposed to ascribing them to its own extremely ill-constrained initial assumptions). The Gr.B Greenland
simulation was incorporated into subsequent GlA-based models because it happened to improve fits to
coastal relative sea level histories subject to the simplest constraints, while the Laurentide and Fennoscandian
simulations produced poorer fits that could easily be explained without the invocation of more elaborate
GIA constraints.

Although extensive efforts by many investigators have considerably improved upon the physical
parameterizations and numerical technologies supporting early versions of the GSM, modern ice sheet
models such as the Parallel Ice Sheet Model (PISM) [Winkelmann et al., 2011] continue to be character-
ized by the same essential logical shortcomings. In the PISM model SIA-based dynamics are coupled to
shelfy-stream-approximation-based (SSA-based) dynamics [MacAyeal, 1989] in order to somewhat improve
the representations of glacial till-related processes, floating ice shelves, and iceberg calving, but ice sheet
simulations over paleoclimate timescales continue to be highly diffusive and dependent upon gross approxi-
mations of the Full Stokes (FS) equations [e.g., Pattyn et al., 2008]. They must therefore still be considered as a
somewhat questionable basis for evaluating the physicality of structures near the ice margins and grounding
lines of GIA-based reconstructions. Even more significant, however, are the gross approximations that models
like PISM continue to invoke for the boundary conditions (BCs) constraining ice sheet dynamics in three critical
regions; i.e., (1) at the upper surfaces where ice sheets are exposed to the atmosphere; (2) at the lower surface
of the grounded ice sheet (the bed) where sliding may occur; and (3) at the lower surfaces where floating ice
shelves are exposed to the ocean, especially close to the grounding line. It is unclear to what degree even the
latest generation of paleoclimate timescale ice sheet models would be able to expose physical inconsisten-
cies in 16G, and this is the very important research topic that we report upon herein. We will be employing a
new, state-of-the-art suite of numerical methods that combines custom-built applications with public domain
community models (including PISM) and that we loosely refer to as the University of Toronto GSM (Uof T GSM).

With regard to changes in the upper surface boundary conditions on those ice sheets that continue to exist
following the end of the most recent Late Quaternary glacial cycle (i.e., on Greenland and Antarctica), it has
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long been standard practice to adjust mean surface temperatures as well as precipitation history and
associated positive-degree day (PDD) ablation schemes based upon the measured vertical deposition
patterns of §'80 isotopic evidence from ice cores in order to approximate net mass balance histories [Ritz
et al., 1996]. This approach makes dynamical ice sheet modeling possible and may be extended to extinct
structures such as the former Laurentide and Fennoscandian ice sheets if the isotopic time series is used to
interpolate between the modern and LGM solutions of a full climate model [Marshall et al., 2000]. Its assump-
tions are, however, extremely tenuous and poorly constrained. Recent modeling work has also introduced
parameterizations aiming to represent the significant feedback which is expected to couple ocean climate
change to the lower boundary conditions of Antarctic ice shelves [e.g., Pollard and DeConto, 2009; Joughin
et al., 2014; Golledge et al., 2014]. The results of such preliminary analyses highlight possible physical mecha-
nisms of ice-ocean interaction, but depend upon initial assumptions that are even less well constrained than
assumptions concerning ice-sheet-atmosphere interaction. In specifying the assumed functional forms of ice
sheet mass balances associated with upper and lower surface BCs, prior studies have made no attempt to
make use of the GIA constraints that indirectly apply to the mass balance by constraining ice thickness his-
tory. The physical adequacy of GIA constraints is not meaningfully tested when ice sheet analysts attempt to
fit them by tuning discrete parameters after making gross leading-order assumptions about the geographical
structure of mass sources and sinks.

In the present work our goal is to address the issue of poorly constrained ice sheet model mass balances in a
way that simultaneously addresses the issue of consistency with I6G. Regarding the GIA-based reconstruction
as a coarse-grained, observationally consistent approximation of ice thickness, we can introduce its informa-
tion into typical ice sheet dynamical simulations through a data assimilation procedure [e.g., Tardifet al., 2014].
Data assimilation is widely used to incorporate observations into atmosphere-ocean forecasts, and the adjust-
ment of mass balance in order to assess ice sheet dynamical consistency with 16G can be straightforwardly
achieved if we apply the simple technique of nudging to the ice thickness field [e.g., Salameh et al., 2010].
Taking the PISM ice sheet dynamical system and the SeaRISE modeling protocols as a base solution
[Bindschadler et al., 2013; Nowicki et al., 2013a, 2013b], we nudge simulations of Greenland and Antarctica
toward 16G and consider the local convergence and mass balance adjustments as nudging timescale
decreases toward zero (i.e., toward the limit in which ice thickness history is forced into exact conformity
with the GIA-based reconstruction). The objective is to assess whether the latest ice sheet dynamical models
suggest any grounds for inconsistency in I6G. Bayesian or other techniques could be used to optimize nudging
timescale in tandem with other model parameters, but such technical complexity is not needed to make
the point of the current study. Our theoretical approach is developed in detail in section 2, and the UofT
GSM numerical structure will be discussed in section 3. Section 4, in what follows, describes our results
and the implications of these results concerning the fundamental question concerning the glaciological
self-consistency of GlA-based ice sheet glaciation history derived reconstructions. Concluding remarks are
offered in section 5.

2. Theory

2.1. Leading Order Considerations

In the analyses to follow we will represent glaciation history in terms of a field, /(Q, t), that represents the
thickness of a hypothetical ice column at arbitrary geographical position Q and time t, and will begin by con-
sidering the physical and observational constraints to which /is subject. Direct measurements of /(2, 0) and
%(Q, 0) are being made with increasing accuracy at present (t = 0), but most evidence of past glaciation pat-
terns for t < 0 are indirect and related to relative sea level (RSL) history, say S(L2, t). RSL is determined by the
following gravitationally self-consistent SLE, i.e.,

t
S(Q, 1) = C(Q, 1) [ / / dt’ / dQ’ {L@Q, HFPHQ, Q' t - ) + T(Q, O (QQ t— )} + M;(t) Q)
—o0 Q

in which C(Q,t) is an ocean function that is equal to unity over the temporally evolving surface area of
the global ocean and 0 elsewhere, and A®(t) follows the time variation of the world ocean’s gravitational
equipotential and is required in (1) to ensure that there is a precise correspondence between the mass of
grounded continental ice melted at time t and that which enters the global ocean.I'S°(Q, Q/,t — t') are the
viscoelastic Green'’s functions for S in terms of the surface mass load per unit area, L(Q, t), and the centrifugal
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potential load, T(Q,t) [e.g., see Peltier, 2004; Peltier and Luthcke, 2009; Peltier et al., 2015, for discussion].
The latter two source fields are determined by their definitions, respectively:

L, 1) = p Q1) + p, S(Q. )

2w, (t Y,0(Q
T(Q,1) = Qya’ { a);( ) [Yoo(g) - Lal )] + 2 [@(t) = i@y (D] [V2 () = 1Y,y (Q)] } , @
Vs | Vs

in which p; and p,, are the respective densities of ice and (fresh) water, a is the mean radius of the Earth, Y,,,(€2)
are the spherical harmonics of degree and order (/, m), and

(w‘l (t)’ C()z (t)7 C()3(t)) ~ (0’ Os QO)

is the time-varying pseudovector that represents variations in Earth’s rotational state. The scalar time series
w;(t) are deduced by applying global angular momentum conservation as an integral constraint upon the
SLE (1) [Wu and Peltier, 1984; Peltier and Luthcke, 2009; Peltier et al., 2012], in which A®(t) is analogously
determined by applying global mass conservation expressed in terms of the following constraint; i.e.,

d / / L(Q, )dQ = 0. 3)

The solution of the integral equation (1) subject to (2) and (3) is a highly nontrivial problem, not only because
it is a Fredholm integral equation of the second kind but also because the numerical methodology depends
upon the time evolution of the coastline defined by C [Peltier, 1994] and upon the grounding of the ice thick-
ness [ in regions in which it is in contact with the sea. Assuming that a solution for S in terms of / can be
obtained, convolution of L and T with additional viscoelastic Green’s functions will yield other GlA-related
fields by the following template; i.e.,

t
Y(Q.t) = / / / (L@, O HQ,Q t = t) + T, I T(Q, Q' t — )] dQ'dt’, )
-0 Q

in which the two cases most important for the present study identify Y(€, t) with the Earth’s surface radial
displacement, R(Q, t), and geoid, G(£2, t). To determine the ocean function, C(Q, t), in the absence of an ice
history (i.e., for | = 0), we would consider the sign of the relative displacement,

B(Q, 1) = R(Q, ) — G(Q, 1),

of the solid surface with respect to the sea level defined gravitational equipotential surface, noting that B = —S
in ocean regions where C = 1, that B = 0 at the time-dependent coastline, and that B> 0 on exposed land
where C = 0. To determine the ith estimate of the ocean function, C?, in an ice-free context, an iterative
procedure would determine B using appropriate choices of Green’s function in equation (4) after the SLE (1)
has been solved using the i — 1°t estimate, C¢~7), of the ocean function (which is simply the modern ocean
function, CO(Q,t) ~ C(Q,0) in the initial iteration). The methodology of Peltier [1994] applies to the more
general case in which there is an ice history (i.e.,, | > 0), by making use of an approximation that we will
clarify below.

For purposes of computing C in an SLE solution with grounded continental ice, land is effectively the region
where grounded ice determines the surface mass loading term, L = p;/, while ocean is effectively the comple-
mentary region where the load term, L = p,, S, is determined by relative sea level. To clarify the geometry of ice
sheet grounding and provide a reference for subsequent mathematical discussion, Figure 1 shows a schematic
local geometry in which the geoid is associated with the vertical coordinate isosurface z = 0. Archimedes’
principle may be employed to determine how coastlines are effectively modified by ice grounded below sea
level, and we obtain the following expression for the lower boundary, B;, of a potentially floating ice column
with thickness | and surface elevation H = B; + I relative to sea level; i.e,

(5)
B(Q t) for grounded ice where B, (Q,t) >0,

in which the grounding line is determined by the zero level not of the sea-level-relative topography, B, but,
rather, of the following indicator function, i.e.,

”/’(Q Y for floating ice where B,(Q,t) <0
B(Q. 1) =

pilQ.0)

B.(Q,t) = B(Q,t) + ——— (6)

w
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. Even though the early analyzes of Peltier
B Atmosphere I [1994] [see also Peltier and Fairbanks,
H— 2006] did not explicitly refer to grounding
Geoid —— o ez lines, the heuristic methodology implic-
/ itly simplified the iterative SLE algorithm
r— by approximating this function in the fol-

/

K/ lowing way, i.e.,

Ocean , Solid Earth B, (Q,1) =~ B(€, 0)+5(£2, 0)—5(L2, t)+/(L, 1),
(7)

Figure 1. Schematic layout of the geometry of sea level, grounded ice, ~ Where B, [Peltier, 1994, PT in equation (6)]
grounding lines, and floating ice shelves. is called the true paleotopography. In

local dynamical ice models that evolve
the lower surface while neglecting the fact that the z = 0 isosurface follows the position- and time-dependent
geoid, the following alternative approximation is invoked for B, , i.e.,

BL(Q 1) ~ BIQ. 1) + (S)(0) — (S)(t) + @ ®)

w
in which the scalar function (S)(t) reflects the time variation of some suitable local average sea level (which
would become eustatic sea level if the whole ocean were used for averaging purposes).

Solution of the SLE (1) for S serves to translate relatively abundant observational constraints on the output
fields into constraints upon the input ice thickness history, /(€, t), and upon the radial viscosity and elastic
parameter profiles that determine all of the various viscoelastic Green’s functions, I'O(Q, Q', t—t'). The ICE6_C
form of I and the VM5a form of I'© can be understood as the outgrowths of a notional inverse method that
iteratively selects provisional hypotheses based upon fidelity to the data, i.e.,

— O
I(i+1) =1 {I(i)7r(,‘)’sobs}

o _ o)

T =G {lU)’F(i)’SObS} ) ©
The implicit procedures | and G have in practice involved the adaptation of semiempirical techniques to an
ever-expanding array of available data.

2.2. Ice Dynamical Modeling
The pure GIA methodology does not rigorously constrain time dependence of ice thickness, /, with any general
hypotheses regarding the physics of ice sheet dynamical evolution. Regardless of its level of sophistication
and glaciological consistency, any ice sheet model amounts to the determination of the horizontal flux, Q,
and the source term, G, in the following local conservation law for /, i.e.,

3—:+V,,-Q=G. (10)
Q in equation (10) depends primarily upon the assumptions that a model makes about ice physics, while G
depends primarily upon the assumptions that it makes about the climatological and basal processes driving
ice ablation and accumulation. Both ice physics and climatological source terms are very heavily approxi-
mated in all currently available ice sheet models for paleoclimatological applications, and the introduction of
parameters that tune Q and G in equation (10) will not automatically yield a better approximation to the truth
than the direct parameterization of the glacial history, /, itself. The pure GIA-based approach is clearly under-
constrained in the sense that it admits dynamically inconsistent ice histories, but weak, overconstrained Q—G
approximations may just as problematically suppress I solutions that would be dynamically consistent with
a better approximation. Bayesian techniques apply to the discrete parameter spaces associated with given
constraints but clearly cannot address the validity of the constraints themselves.

Granting that modestly tuned and interpreted model results may illustrate the potential feasibility of detailed
physical mechanisms corresponding to various choices of Q and G as well as making predictions that
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cannot be derived through pure GIA methods, we can introduce generic ice modeling into the observationally
constrained paradigm by formulating equations (2.1) and (10) as follows, i.e.,

G(/+1) =d {G(i)s Q(i)s FE,?), Sobs}
_ o)

Q(i+1) - QI {G(i)7 Q(i)’ F(,‘)! Sobs }
o _cl ‘o)

lH(i+1) =G {G(i)’Q(i)’r(i)’SobS}

0lii41y
ot

+ Vi - Qgiyy = Gpyy + AG(iyq)s (1m

in which AG;,,, represents a term that dynamically nudges the i + 1°* approximation of the ice thickness
history toward the ith approximation. Nudging is a well-established approach in multiscale AO modeling [e.g.,
Salameh et al., 2010], in which the relaxation term keeps local high-resolution simulations consistent with
larger-scale low-resolution simulations. Even if the coarse-grained ice thickness solution /; has been fit to
observations by means other than continuum-mechanical modeling, it can be used to nudge the succeeding
solution, /), by adding a nonlinear exponential relaxation term with timescale z; to the mass balance, i.e,,

lisy =y

N (12)

f
The “glaciological consistency” and uniqueness of /;, can be evaluated a posteriori, with respect to a particular
choice of ice model and 7, through comparisons of AG;, ) with V,, - Q;,,), and G;. For grounded ice regions,
it is well known that ice flux in the simplest isothermal shallow ice models takes the form

Q ~ ~D(H, [|V4HI. .. )V,H.

giving rise to the following evolution equation, i.e.,

o _ 9 oH
prinlen (H-8B) ~ 5=V [D(H, [IV,HII, ...)V,H] + G + AG, (13)

and this allows us to talk about the ice elevation field, H = B; + I, of the 16G solution as being diffusively
“smoothed” by ice dynamics that approximate a diffusion equation in which diffusivity, D, depends nonlin-
early upon H and its 2-D gradient on the surface of the sphere [e.g., Bueler et al., 2007]. Taking into account
1-D matched asymptotic analyzes of normal ice flux at the grounding line [Schoof, 2007a, 2007b], this generic
nonlinear diffusion equation can be generically matched to a nonlinear Robin-type boundary condition, i.e.,

v, 8,
V1B, |

~CIf=C(H-B) where B, =0, (14)

in which C and ¢ are phenomenological constants. Equation (14) is most significant for its implication that
an ice sheet will collapse if the retreat of the grounding line increases the outward grounding line flux by
exposing a larger thickness of ice (as happens if B decreases in the direction of retreat).

Modern ice models like PISM [Winkelmann et al., 2011] add many layers of sophistication to the schematic
leading-order problem of equations (13) and (14), but the theoretical principles of this subsection apply
regardless of the details of the ice model. In the following subsections, we will discuss the smoothing and
climatological mechanisms that have been built into the PISM model, most of which are the same as were
initially built into the previous versions of the UofT GSM of Tarasov and Peltier [1997, 1999, 2000, 2002, 2003,
2004]. We choose to employ PISM as the ice sheet dynamical core in the analyses to follow rather than the
previous version of the UofT GSM in spite of their similarities because PISM has been efficiently parallelized.

2.3. PISM Model Coupling and BCs
The generic three-dimensional thermomechanical ice model couples to the framework of the previous
subsection through the following prescriptions of ice flux and surface mass balance, i.e.,

H
Q(Q, t)=/ u(Q,z,t)dz,

=B,

G(Q. 1) = G,(Q 1) + Gy(Q. 1) (15)
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in which u(Q,z,t) is the three-dimensional ice velocity vector inside the ice volume, and in which G,(2, t)
and G,(Q, t) are the respective parameterizations of surface and basal mass balance. Some further details
about the particular PISM framework for determining the fields in the RHS of equations (2.3) are reviewed in
Appendix A. Adjustments of the modern surface mass balance, G,(, 0), for paleoclimate change generically
build upon the following formula for determining local surface temperature change, AT(Q, t), in terms of
variations in simulated glacial elevation, H(€, t), and measured 80 concentrations, §'80(t):

AT(Q, 1) = —A7 [H(Q. 1) — HQ,0)] + o [3'%0(t) — 8'20(0)) (16)

in which A; is the temperature lapse rate, and «a, is an empirical constant relating globally constant tempera-
ture deviation to the §'80 time series derived from a nearby ice core. Ice-core-based climate BC adjustments in
the newest models remain essentially identical to those employed in the initial version of the UofT GSM (TP02,
etc.) and other methodologies of the same approximate vintage. By compounding a succession of ad hoc
assumptions, such parameterizations constitute a weak logical link in the traditional paleoclimate ice mod-
eling paradigm. Parameterizations of the basal mass balance, G,, are even less standardized in the literature
than those of G,, and our introduction of the nudging mass balance, AG, beneficially imposes observationally
grounded adjustments upon the poorly constrained climatological mass balance, G = G,+G,. At the idealized
level at which ice sheet dynamical models explicitly parameterize their physics, AG is interpretable simply as
a perturbation of the net mass balance from surface and basal contributions. In order to prevent negative ice
thicknesses, represent calving, and enforce other numerical constraints, however, “practical” ice sheet mod-
els also introduce additional heuristics that make it difficult to precisely interpret their implicitly specified G.
In tandem with Appendix A, this subsection addresses the general theoretical issues with reference to PISM.

From the preceding, we can see how our “nudging” approach conceptually relates to, and improves upon, the
standard use of observations in paleoclimate BCs. If we imagined that AG could only represent an adjustment
to surface precipitation and ablation, then we could place a lower bound on the order of magnitude of z;
simply by reasoning that the atmosphere could not transfer enough energy to induce catastrophic surface
accumulation or ablation at a rate greater than about @(1 m/yr) (the modern extremes of annual mass balance
in the vicinities of Greenland and Antarctica). Since ice sheet thickness is (1000 m), we get z¢,,,;, & 1000 years.
This physical lower bound on z; ceases to be relevant when we note that the mass balance nudging term, AG,
includes not only contributions from G; but also contributions from iceberg calving and from basal processes
in both grounded and shelf ice and related feedbacks. The modern extremes in the relevant mass balances
are highly uncertain but known to be much larger than their surface analogues, and the envelope might well
have been pushed much further by past climate catastrophes (e.g., those associated with the meltwater pulses
that occurred during the most recent glacial interglacial transition upon which we will focus in what follows).
Noting that a typical paleoclimate timescale ice dynamical model with an O(1 year) time step would show no
deviation from I, if 7, were comparable, we can set a practical lower bound of O(10 years) on the nudging
timescale.

Concerning the ice dynamical representation of ice shelf calving, older ice models such as the version of the
UofT GSM employed in TP02 adhered to the formulation in which ice thickness, | > ¢, has at least some
infinitesimal value (say, ¢ = 1 m) everywhere, and in which G, implicitly adjusts to enforce the constraint
I = € where it would otherwise ensue that / < ;. The minimal thickness, I, can straightforwardly assume
the value ¢ for grounded ice, and a simple thickness calving parameterization is obtained if /;, assumes a
larger value (typically in the range 50-250 m) for floating ice shelves. While continuing to accommodate the
thickness calving mechanism, newer ice models such as PISM can also represent calving in terms of horizontal
kinematic boundary conditions. Since kinematic calving introduces a large, indirect effective mass balance
into G, and since PISM implements it only in a semirigorous, grid-dependent manner, we will conclude this
subsection with a mathematically precise formulation of the theoretical principle.

In the vertical direction, the ice conservation equation (10) derives from a kinematic BC for 3-D velocity,
u (Q, z, t), which must satisfy the following kinematic constraint at the upper boundary,z=H = B; + |, i.e,
%’ +Uu(Q,H,t)- V,H=0.

To set up the corresponding horizontal BC at a calving front curve, Q., we keep in mind the definition of the
ocean function, C, and define a 2-D field, C;, to be 0 where there is no ice, 1 where there is ice, and 1/2 at the
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notional edge of the ice (i.e., along the curve
Q.). Figure 2 schematically depicts the hor-
izontal distribution of dynamical regimes,
with a legend that indicates the values of the
various fields. It is straightforward to show
that the scaled ice thickness C;/ will satisfy a

simply scaled conservation law,
0

5 (G) = =V4- (GQ) + G (G+46), (17)

if C, is advected by a velocity Q//, i.e., if

d—c’=—(9)~vhc,. (18)
Region C ot I
u Open ocean b0 A vertically homogeneous horizontal BC on
D Ice Shelf 1 1 <0 >e
[] IceGroundedBelowSL 0 1 <0 >e u(Q, z, t) results if we interpret Q// along Q.
[l iceGroundedAbovesL 0 1 >0 >e in the following terms, i.e.,

Ice-free land 0 1 >0 €

Z

Q02,0 +U Q00 = 2@.0, (19
Figure 2. Schematic distribution of the various ice flow regimes: (1) !
open ocean (C =1, (; = 0); (2) ice shelf (C = C; = 1); (3) ice
grounded below sea level (C =0, C; = 1, B < 0); (4) ice grounded . )
above sea level (C =0, C; = 1, B > 0); and, (5) ice free land (C = 0, quantifying mass loss due to iceberg calv-
¢ =1,B>0,I=¢). ing. The parameterization of this velocity is
reviewed in Appendix A along with other rel-
evant details concerning the PISM model.

in which U/ (., ) is an equivalent velocity

3. Numerical Methods

3.1. Ice Sheet Modeling Framework

From the standpoint of numerical methods and their software implementation, the nominal takeoff point for
the present study was in the work of TPyy, which included the first coupling of an ice sheet dynamical model
(the GSM) to GIA-based reconstruction techniques that solved the SLE in spectral space. It has been a long-
standing goal of the broader research community, including ourselves, to investigate and improve upon the
technical aspects of such analyses, and the current, updated version of the UofT GSM reflects a metamodeling
strategy that combines a variety of open source codes with a suite of in-house software that deals with inter-
facing, data handling and postprocessing, and coupling to the SLE solver. Because of its efficiently parallelized
numerical structure, the PISM model is, as noted in section 1, invoked for paleoclimate timescale analyses
like the ones that we will describe herein. Efficiency is maintained through the employment of low-order
SIA-SSA physics and structured grids in long integrations with relatively coarse and uniform spatial resolu-
tion. The UofT GSM framework also accommodates the structure of the Ice Sheet System Model (ISSM), which
was developed at NASA’s Jet Propulsion Laboratory [Larour et al., 2012], and which allows for simulations
based upon higher-order Full Stokes (FS) physics and upon the Blatter-Pattyn approximation [Blatter, 1995;
Pattyn, 2003] to be carried out using unstructured grids with unlimited capacity for local resolution enhance-
ment in regions of interest. ISSM-based analyses will not be considered in the present work because the
underlying computational techniques are not sufficiently efficient to support simulation lengths beyond the
century timescale.

Techniques for formulating and tuning long-term simulations of isolated ice sheets have been extensively dis-
cussed in the above cited literature and elsewhere, and the crucial issue, for purposes of the present study,
is the need to maintain consistency in the global enforcement of simple GIA constraints. In the absence of
such consistency, it is difficult to logically address the arguments that other investigators have begun to make
based upon coupled GIA ice sheet models of Antarctica [e.g., Whitehouse et al., 2012; Gomezet al., 2012; Rovere
et al., 2014]. BCs describing phenomena associated with geothermal heat flux and ice-core-inferred surface
climate variability are, of course, clearly tied to measured local conditions where the appropriate data are avail-
able, but the credibility of models suffers in the manner discussed in section 1 if local tunability is extended
to all phenomenology that is not directly constrained by observations (e.g., ice calving, ice hardness, man-
tle viscosity, etc.). The application of Bayesian techniques enforced a kind of global consistency upon many

STUHNE AND PELTIER

ICE-6G_C AND ICE-SHEET DYNAMICS 1848



@AG U Journal of Geophysical Research: Earth Surface 10.1002/2015JF003580

of the local ice sheet simulations of TPyy by determining an equivalently defined optimal parameter set for
each case, but it is much more convincing to everywhere make the same local assumptions about unknown
parameters. By introducing 16G as an observationally validated basis for the nudging of ice sheet thickness,
we make it possible to study universality in large-scale ice sheet dynamics.

3.2. SLE Solver

The SLE solver supporting 16G and its predecessors is at the time of writing still implemented through legacy
FORTRAN code that has yet to be fully updated for the modern, C++-based numerical framework. The essen-
tial algorithm entails iteratively solving the SLE (1), starting from the assumption that the modern ocean func-
tion has remained constant throughout history, C,,(Q, t) = C(€2, 0). This assumption is naturally contradicted
when C,(€, 1) and I(Q, t) are used to compute the initial RSL estimate, S (€2, t), by integral convolution in
spectral space, but the inverse spectral transform of S, (€, t) can then be employed along with /(€2, t) to com-
pute an improved ocean-ice mask, (£, t), based, as previously discussed, upon the sign of the grounding
indicator function, B, ;,(Q, t). The procedure for computing S,.4,(€, t) and C;;,4,(, t) in terms of 5, (Q, t) and
C; (€, 1) can be extended ad infinitum, and the results appear to converge to physically consistent solutions
(although our overall framework includes mathematical and numerical approximations that would be diffi-
cult to rigorously analyze and that therefore remain subject to empirical validations of the kind that we are
undertaking in this work). Further details of the sea level theory and numerical methods have been extensively
discussed elsewhere [Peltier, 2004, 2007; Peltier et al., 2012].

For the purpose of a posteriori validation with respect to RSL-related observations, the full sea level theory is
used to compute the RSLimpact, S(Q, t), of a simulated glacial thickness history, (Q, t). When I(Q, t) is nudged
toward its 16G form, [, (€, t), it stands to reason that S(Q, t) should correspondingly adjust toward its I6G form,
S, (Q, t). Beyond the strong coupling introduced through the nudging term, AG, 16G has a dynamical effect
on the evolution of / through two additional mechanisms. Sea level change in continental-scale ice simula-
tions is, as mentioned previously, most often represented as the eustatically distributed total ice gain/loss. At
dynamical simulation time t, the past I6G RSL history, S, (Q,t’ < t), is, in addition, used in tandem with the past
simulated ice history, I(Q, t' < t), to approximate the dynamical vertical motion, dB/dt(Q, t), of the surface of
the solid Earth. This coupling has been fully implemented as an improved alternative to the simple bedrock
evolution models that have been provided in the public release of the PISM model.

4. Results and Discussion

4.1. Overview

As discussed above, the principle behind our approach requires that all ice sheet model parameters be com-
mon to both Greenland and Antarctica unless direct observations dictate otherwise. To achieve this end,
we aim to construct a generic hybrid parameter regime that represents both ice sheets consistently within
the SeaRISE modeling protocols [Bindschadler et al., 2013; Nowicki et al., 2013a, 2013b]. These protocols are
focused upon the need to provide forecasts of future sea level rise and have implementations that differ
somewhat between ice models, but the publicly released version of PISM includes a paleoclimate spin-up
procedure based on publicly available software, configuration scripts, and data sets. We cite the PISM SeaRISE
models of Greenland and Antarctica as making typical modeling assumptions and apply the same procedure
to both ice sheets while nudging the paleoclimate-related ice dynamics to 16G. Results from 100 year simula-
tions with modern boundary conditions are used to initialize 200,000 year simulations in which the final ice
thickness is held constant while other ice dynamical fields equilibrate with it (this procedure is very similar
to that employed in TP02 in their early analyses of the glaciation history of Greenland). The latter simulations
run quickly with no ice surface evolution, and their asymptotic end-states are hypothesized to be generically
consistent descriptions of glaciation during epochs when historical paleoclimatology resembled modern cli-
matology. We follow common procedure by placing the initial conditions of paleoclimate simulations with
full physics in the Eemian warm period, setting t; = —122.5 kyr B.P. to the time of the first discrete frame in the
16G reconstruction. Relevant fields from simulations are then saved at times that coincide with subsequent
“frames” of the reconstruction.

Apart from the information in the 16G reconstruction, local observational inputs to the ice dynamical
model are limited to the following data sets: modern ice thickness and basal topography (Bamber et al.
[2001], for Greenland and Le Brocq et al. [2010], for Antarctica); modern surface precipitation and tem-
perature (Ettema et al. [2009], for Greenland and Le Brocqg et al. [2010], for Antarctica); geothermal heat
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Figure 3. Time series of climatological temperature adjustment, AT(t),
inferred from the Greenland GRIP ice core (black) and the Antarctic
Vostok ice core (red). The SPECMAP time series of eustatic sea level
change is shown (in blue) along with a version corrected for ocean
temperature (green) and an estimate based on eustatic sea level
equivalent 16G ice volume change (in violet). The y scale for sea levels is
shown on the right axis.

flux (Shapiro and Ritzwoller [2004], for
both Greenland and Antarctica); and
ice-core-based estimates of climato-
logical surface temperature variations
at the GRIP ice core site in Greenland
[Johnsen et al., 1997] and at the Vostok ice
core site in Antarctica [Petit et al., 2001].
Figure 3 plots the local AT(t) time series
for Greenland (in black) and Antarctica
(in red), along with the time series for
global eustatic sea level change accord-
ing to the SPECMAP data set [Imbrie and
Mclntyre, 2006], according to SPECMAP
corrected for variations in ocean tem-
perature [Waelbroeck et al., 2002], and
according to the eustatic sea level his-
tory of the 16G model (in blue, green,
and violet, respectively). All of these time
series are closely related, and the 16G
representation is employed to enhance

the internal logical consistency of this study. For lack of any more sophisticated and scientifically principled
approach, ice sheet modeling protocols have applied point estimates of temperature change over entire ice
sheets while uniformly introducing eustatic sea level change at all continent margins. Such assumptions are

16.00 -4.00 -1.00 -0.25 0.25 1.00 4.00 16.00

Mass Balance Anomaly (m/ yr)

Figure 4. Climatological mass balances on (top row) Greenland and (bottom row) Antarctica plotted for (left column)
basic SeaRISE-type assumptions; (middle column) nudging term, AG, for relaxation to 16G with 7y = 1000 years; (right
column) total mass balance. Continental margins are represented in this and subsequent figures as dotted 2000 m

isobaths.
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Figure 5. (top row) Greenland and (bottom row) Antarctic mass balances from nudging term, AG, for relaxation to 16G
with (left column) 7 = 20 years; (middle column) 7y = 100 years; and (right column) z; = 200 years.

clearly questionable, and our nudging to the data-constrained I6G reconstruction constitutes a suitably local
modification of any given assumption concerning net mass balance.

As discussed in section 2.2, the nudging term, AG, might be interpretable as a simple correction to the cli-
matological surface mass balance so long as z; does not fall below about @ (1000) years. For 7, = 1000 years
nudging applied to both Greenland (top row) and Antarctica (bottom row), Figure 4 juxtaposes contour plots
of AG (middle column) with the unmodified climatological surface mass balance (left column) and with the
total mass balance consisting of the sum of the two (right column). Pertaining to snapshots taken at about the
middle of the most recent glacial cycle (60 kyr B.P), the plots are framed by dotted continental margins (rep-
resented by 2000 m deep isobaths) and smoothed by a simple nine-point filter for visual clarity. They show
unmodified mass balances involving accumulation that is, for both Greenland and Antarctica, concentrated
inhomogeneously along the continental margins while dropping to small levels over interior ice plateaus. The
choice of relatively large 7; keeps the global amplitude of AG consistent in both cases with that of the poorly
constrained surface accumulation, and anomalous mass balances for Greenland appear in regions where they
are interpretable as corrections to significant base accumulation, G. This interpretation becomes problematic
for the Antarctic case, however, because the implied ratio of anomalous to unmodified mass balance ampli-
tudesis very large over large regions. This fraction increases and makes AG entirely implausible as a correction
tosurface accumulation and ablation as 7; decreases below 1000 years. For Greenland (top row) and Antarctica
(bottom row), Figure 5 plots the smoothed nudging terms that arise from choices of 7; =20 years (left
column), 7; = 100 years (middle column), and z; = 200 years (right column). Figures 4 and 5 show that the
spatial distributions of weaker Greenland nudging and stronger Antarctic nudging remain very similar for all
choices of 7, but that the mass balance adjustment becomes more intense and more localized about the ice
sheet margins as 7; decreases from 200 years to 20 years.

If AG could be interpreted only as a correction to surface accumulation and ablation because the ice sheet
model was otherwise rigorously constrained by physical understanding, then the results shown in Figures 4
and 5 would be implausible and claims could be made about the inconsistency of 16G. It was made clear
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Figure 6. Magnitude of vertically averaged velocity (or, ||Q||//) for grounded ice on Greenland and Antarctica at
60 kyr B.P.

in previous discussion, however, that the SIA-SSA approximation and associated physical parameterizations
may also inadequately represent truth in regions where solutions depend strongly upon ice streaming and
ice sheet margin dynamics or upon the detailed evolution of ice shelves and grounding lines. The spatial
patterns in the nudging mass balances in Figures 4 and 5 suggest just such an interpretation, and Figure 6
complements the results from the 7, = 1000 year case by showing the corresponding vertically averaged ice
speeds (||Q]| /) for the grounded components of the Greenland (left) and Antarctic (right) ice sheets. We can
see clear qualitative evidence of ice loss being associated with strong outflow regions (notional ice streams)
and with calving at the ice margins. These losses are balanced by enhanced ice accumulation in the western
and southern parts of the Greenland ice sheet and in the eastern and western parts of the Antarctic ice sheet.
In these regions, strong nudging mass balances, AG, and corresponding strong ice flows are interpretable as
observationally constrained proxies for phenomenology that could be represented through improvements in
the PISM-UofT GSM assumptions. Bayesian or other tuning methods may discover better fits within the present
parameter space (and thereby make an even stronger case for the consistency of 16G), but such techniques
cannot substitute for the advancement of detailed physical understanding if the objective, as in the present
work, is to investigate potential inconsistencies in 16G.

The physical interpretation of anomalous nudging mass balances is just one of the factors guiding our dis-
cussions about consistency between GlA-based and ice sheet dynamical results, and two others relate to
consistency with observations and with qualitative glaciological intuition. While depending upon the weak-
est nudging mass balance adjustment and therefore allowing the greatest degree of smoothing by ice sheet
dynamics, the 7; = 1000 year simulations are problematic in the other two respects. They are outliers in
terms of quality of fit to pure GIA constraints, and Figure 6 shows a qualitatively implausible extension of
grounded ice flowing far into Baffin Bay and Davis Strait off Western Greenland, as well as into the Greenland
and Norwegian Seas off the east coast. The narrower continental shelf around Antarctica does not permit
such grounded ice overflows, but most of the ocean-covered domains of both z; = 1000 year simulations
are implausibly covered by either grounded or floating ice. These results highlight how critically ice sheet
structures in unmodified simulations depend upon the parameterization of calving, for which we consistently
employ a combination of eigen-calving with constant K = 3 x 10'® m/s and thickness calving below 250 m
for both Greenland and Antarctica (the detailed mathematical representation of calving in PISM is reviewed
in Appendix A). The six cases illustrated in Figure 5 will be the basis for the following discussions of Greenland
(section 4.2) and Antarctica (section 4.3). The most strongly nudged (or, most weakly smoothed) 7; = 20 year
cases will be taken as the reference when a simulation with particular 7, must be referred to.
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Figure 7. Variations of total Greenland ice volume with respect
to modern, expressed as an equivalent sea level change for 16G
(black) and for the 77 = 20 years (red), 7y = 100 years (blue), and

Volume Change (m SL equiv.)
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4.2. Greenland

The parameterized physics in our PISM-based
simulations of Greenland are considerably more
complex and rational than the relatively ad hoc
techniques that TP02 applied to tuning the Gr.B
GSM simulation that became the ICE-5G (VM2)
representation of Greenland (and, by inher-
itance, the 16G representation as well). This
increased sophistication apparently makes little
difference in the interior of Greenland, where
the nudging mass balances, AG, depicted in
Figure 5 have relatively low amplitude. Since the
total variations in Greenland ice volume con-
tribute only minimally to the eustatic sea level
variations illustrated in Figure 3, there are in any
case few observational constraints that may be
applied to constrain the bulk deglaciation of
Greenland since LGM. Figure 7 plots the ice vol-
ume time series from the three Greenland sim-

ulations of Figure 5, as compared to 16G and expressing the deviations from modern ice sheet volumes as
equivalent eustatic sea level reductions. As 7, decreases from 200 years to 20 years, the three new simula-
tions become marginally closer to the 2 m sea level equivalent post-LGM ice loss of the 16G reconstruction for
Greenland. This convergence is, however, slow, and simulations nudged at all three timescales consistently
generate approximately 1 m in additional sea level rise (i.e., a total of approximately 3 m rather than the 2 m
that is characteristic of the loss in 16G). New physics therefore leads to a meaningfully different prediction for
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Figure 8. RSL curves from the 77 = 20 years (red), 7z = 100 years (blue), and 7; = 200 years (green) Greenland simulations compared to 16G (black) and overlaid
on observational data at the 16 stations discussed in TP02.
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Figure 9. RSL curves from the 77 = 20 years (red), 7y = 100 years (blue), and z; = 200 years (green) Antarctic simulations
compared to 16G (black) and overlaid on observational data at the 12 stations discussed in Argus et al. [2014].

total ice volume change, but there are no particular observational grounds on the basis of which this particular
discrepancy might be resolved.

The weak convergence of nudged solutions to I6G with decreasing 7, may be interpreted as a measure of the
nonuniqueness in the inferred post LGM glaciation history of Greenland. Insofar as Greenland is concerned,
paleoobservations apply mostly to local variations in RSL near coastlines. Figure 8 compares 16G RSL results
with those produced by the three nudged simulations for the localities discussed in TP02 in relation to the
original tuning of the Gr.B simulation for observational consistency. The RSL curves almost always converge
to the I6G fit as 7; decreases, but the strength of convergence varies from station to station. Evaluated with
respect to the often scattered and sparse original observations, weak convergence does suggest a marginally
poorer fit at one station (Nerutussoq in the southern tip of Greenland). At the nine or so other stations where
convergence is weak, however, RSL curves from partly converged nudged solutions actually provide better fits
to the observations, while the envelope generated by varying 7; quantitatively brackets much of the scatter
in the data. The nudged RSL curves at the remainder of the stations exhibit very strong convergence to the
corresponding 16G curve.
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3 e Overall, the new nudged simulations of Greenland pro-

_g vide strong evidence for the physical consistency of
qg)' the 16G reconstruction while also suggesting a way of
7) bracketing and quantifying observational scatter and
c solution nonuniqueness. A similar approach will next be
i applied to the 16G reconstruction of Antarctica, where
g the detailed ice history derives from direct tuning rather
6 than from the indirect tuning of a previously produced
g dynamical ice sheet model.
% 4.3. Antarctica
= K[ -f) N FEEEE P T . e RSL-based observational constraints have played a
25 20 -15 -10 5 0 much less important role in the 16G reconstruction of
Time (ka) Antarctica than in the ICE-5G (VM2) reconstruction for

o . ) Greenland glaciation history, but Argus et al. [2014] do
Figure 10. Variations of total Antarctuc ice volume with discuss fits to RSL data at 12 stations that we will also
respect to modern, plotted using the same
conventions as used in Figure 7 for the Greenland case. analyze. Analogously to Figure 8 for Greenland, Figure 9
compares RSL curves from the three nudged Antarctic
simulations with 16G at these 12 stations. The same essential interpretation carries over, and there happens
once again to be a single outlier station (at Windmill Island) where nonconvergence to 16G suggests a poorer
fit to the observational data. From a broad comparison of the Antarctic RSL fits with their Greenland ana-
logues, we can see that there is much more scatter in the observations and that this is accompanied by more
dynamical “noise” in the simulation results. In an unusual departure from the physics exhibited at other sta-
tions, the RSL curve from the 7; = 100 years nudged simulation actually fits 16G better at Terra Nova Bay than
the 7; = 20 years curve. The explanation for such an anomaly must lie in nonlinear ice margin dynamics, but
our methodology nevertheless proves its value overall by enabling the scatter and nonuniqueness in fits to
be bracketed by variations in 7.

Moving on to the total sea level equivalent ice volume change since LGM, Figure 10 compares the nudged
Antarctic results with 16G using the same conventions that we used in Figure 7 for Greenland. Although still
representing only a fraction of total global sea level change, the 16G estimate for Antarctica (approximately
13.6 m) overwhelms the 2 m — 3 m value for Greenland. The convergence of the nudged deglaciation curves
as 7; decreases from 200 years to 20 years also differs from the Greenland case in the sense of being much
more rapid. The 16G target curve for ice volume change highlights the Antarctic contributions to two crucial
meltwater pulses (MWPs). MWP1a accounts for an initial 2 m sea level equivalent ice loss between 14.5 and
14 kyr B.P, and is followed by a further loss of about 6 m of ice during MWP1b (between 12 and 10 kyr B.P.). The
geographical sources of MWP1a and MWP1b will be discussed below, where results from our nudged simula-
tions will show how the 16G reconstruction for Antarctica discussed in Argus et al. [2014] robustly anticipated
the ice thickness history for Antarctica that Golledge et al. [2014] subsequently obtained through detailed
tuning of a coupled ice sheet-ocean model. Before discussing this aspect of the ice dynamics simulations,
however, it will prove useful to consider how application of our nudging procedure has affected the quality
of fits achieved to the crucial GPS measurements that constituted the primary observational constraints on
the 16G reconstruction discussed in Argus et al. [2014].

To this end Figure 11 depicts contour plots of modern vertical displacement rate, 08/0t(0), from a 7 = 20
years simulation (middle frame) compared to 16G (left frame, with the difference shown in the right frame).
Argus et al. [2014] fit the 16G reconstruction of regional ice history to GPS observations from 42 sites, and the
locations of the sites are indicated by these authors’ four-letter codes in the right-hand portion of the figure.
The scatterplot in Figure 12 shows the corresponding observations and their error bars together with the
predictions of 16G and of the three nudged simulations with 7, = 20 years, 7, = 100 years, and 7; = 200 years.
Figures 11 and 12 both demonstrate that the 7, = 20 year prediction of vertical uplift rate agrees well with the
16G prediction within the limits represented by the observational (26) error bars. Increasing the nudging time
scale, 7y, to weaker 100 year and 200 year values preserves good fits on the whole, but the scatterplot and the
16G misfits plotted in Figure 13 indicate regional sensitivities that are most prominent near the Cordiner Peaks
(crdi) GPS location. Other localized regions of overpredicted and underpredicted vertical uplift rate are visible
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Figure 11. Modern vertical displacement rates (in mm/yr) computed for Antarctica by applying the (left) full GIA-based
theory to 16C and (middle) to simulation results with z; = 20 years (middle). (right) The difference between the two and
the locations of the 42 sites at which Argus et al. [2014] compared 16G to GPS observations.

around the margins of the Antarctic ice sheet but fail to register in the scatterplot because their positions fall
between GPS sites.

The concentration of GPS misfits at the Antarctic ice sheet margins as 7, increases prompts return to the point
concerning high-order physics in these regions that is being smoothed by shallow-ice dynamics. The obser-
vationally consistent smoothing of the 16G solution (left) by ice dynamics at 7, = 20 years (right) is illustrated
in Figure 14, as it applies to the relative surface elevation of the modern Antarctic ice sheet with respect to
the LGM time slice. Even though strong nudging to I6G minimizes the impact of dynamical smoothing at this
timescale, it is clear that the effects are sufficient to transform the manifestly “blocky” reconstruction into a
more realistic pattern of ice loss. “Oversmoothed” solutions diverge from observational consistency as weaker
nudging enhances inadequately modeled dynamical effects, which would depend upon higher-order ice
physics and better parameterizations for accurate representation.

Setting aside local variations in the quality of fits to modern GPS data, we can follow Argus et al. [2014] in
computing global error measures based on weighted root mean square (wrms) residuals at the 42 relevant
observational sites. Table 1 above shows the wrms errors with respect to 16G and the three nudged simula-
tions, along with the weighted means of the same residuals. Errors and residuals computed for the results of
Whitehouse et al. [2012] are also reproduced from Argus et al. [2014] for comparison. It is clear that even the
strongly nudged (and therefore weakly smoothed) simulation with 7, = 20 years exhibits some degradation
from the wrms error of 16G, but the increase from 0.90 m/yr to 1.18 m/yr is not particularly significant. The
7, = 100 year and 7; = 200 year simulations show larger wrms errors of 1.74 m/yr and 1.81 m/yr, respectively,
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Figure 12. Scatterplot comparing simulated uplift rates from cases with z; = 20 years (orange triangles), 7; = 100 years
(cyan squares), and 7y = 200 years (blue diamonds) with 16G (red circles) and with observations at the 42 stations
depicted in Figure 11 (grey error bars spanning data variance).
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Figure 13. Modern vertical displacement rate misfits analogous to (z; = 20 years) Figure 11 (right) for (left)
77 = 100 years and (right) 7; = 200 years nudging timescales.

but even these are no worse than the comparable misfits of other published simulation results (the error asso-
ciated with the predictions of the Whitehouse et al. [2012] glaciation history coincidentally happens to be the
same as our worst case 1.81 m/yr value). Weighted mean residuals for the nudged simulations are smaller in
amplitude, but opposite in sign, in relation to the 16G and Whitehouse et al. [2012] results.

Having established that the nudged simulation with 7, = 20 years smooths out all unnatural blockiness in
the 16G solution while preserving its observational consistency, we will conclude this subsection with a fuller
discussion of the detailed ice dynamical phenomenology that the model predicts to be occurring at the times
of MWP1a and MWP1b. Figure 15 shows contour plots of grounded ice elevation and floating ice shelf thick-
ness from the simulated Antarctic ice sheet at t = 16 kyr, 14.5 kyr, 14 kyr, 12 kyr, and 10 kyr B.P. These are
critical periods in the deglaciation of Antarctica from LGM to Holocene conditions, and Figure 16 complements
Figure 15 by depicting the average rates of grounded ice thickness change over time intervals beginning at

-
RORTEN 2
e N LI

CThaew o

SRS
=

4 3 o
9 /

-0.0 - 26.0 ka*y -

LI P Y e

LR
-1000.0 -600.0 -200.0 200.0 600.0 1000.0

Surface elevation change (m)

Figure 14. Contour plots illustrating (left) how the 16G reconstruction of LGM-to-modern ice elevation change is
smoothed by ice dynamics at nudging timescale (right z; = 20 years, from simulation in Figure 15).
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Figure 15. Contour plots of grounded ice elevation and floating ice thickness from the z; = 20 year simulation at crucial
points in the post-LGM evolution of the Antarctic ice sheet.

the corresponding frames. The contour plots in Figure 16 have been formatted for consistency with the pre-
sentation of Golledge et al. [2014], wherein the authors discuss dynamical simulations of Antarctic ice shelves
that thermodynamically interact with the state of a simple coupled ocean model. The large right-hand panel
in the figure highlights the average mass loss rate over the 500 year duration of MWP1a, while the correspond-
ing frame in Figure 15 highlights the ice distribution at the onset of this event. The bottom left-hand panels of
the two figures present the same information for the longer duration of MWP1b (between 12 kyr and 10 kyr
B.P), while the other three panels fill out the picture by showing the initial ice distribution and mass loss rate
for other time intervals.

Even though we have made no attempt to follow Golledge et al. [2014] in dynamically modeling the complex
effects of ocean climate on the base of the ice shelves, our results agree remarkably well with this work solely
on account of the ice history tuning that Argus et al. [2014] and Peltier et al. [2015] previously applied to make
16G consistent with GPS, RSL, and exposure age dating observations. Our Figure 16 very similarly identifies
the source of the Antarctic contribution to MWP1a with a region at the base of the Antarctic Peninsula, where
a large ice margin retreat took place over the relevant time period. Referring back to Figure 10, the approx-
imately 2 m portion of MWP1a that 16G associates with Antarctica is in good agreement with the 1.7-4.3 m
range obtained by Golledge et al. [2014], who report a total MWP1a amplitude of at least 14 m consistently with
the 15-20 m 16G total. These results support the hypothesis that MWP1a came primarily from the now-extinct
Northern Hemisphere ice sheets [Peltier, 2005] and contradict alternative explanations in which the relevant
ice mass loss was imagined to have been dominated by the Antarctic contribution [Clark et al., 2002]. 16G,
the results of Golledge et al. [2014], and the results of our new nudged simulations all suggest that the major
Antarctic-dominated contribution to global deglaciation (i.e., the 6 m contribution to MWP1b) occurred only
after approximately 2000 years of relative stability subsequent to the end of MWP1a. Some controversy has
arisen on account of the fact that more elaborate assumptions involving weak or nonexistent MWP1b events

Table 1. Error Measures

Error Measure (Right) Weighted RMS Weighted Mean
Model (Down) Error (mm/yr) Residual (mm/yr)
ICE 6G (VM5a) 0.90 —-0.30

7¢ = 20 years 1.18 0.13

7 = 100 years 1.74 0.22

7f = 200 years 1.81 0.08
Whitehouse et al. [2012] 1.81 -0.56
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Figure 16. Contour plots of average rate of grounded ice thickness change over the intervals bounded by the frames in
Figure 15.

may explain quantitative measurements of the kind discussed in this paper, but sedimentary records from
the Antarctic shelf provide additional, qualitative evidence suggesting the existence of a focused contribu-
tion to eustatic sea level rise from Antarctica at MWP1b time (the most recent discussions on this topic appear
in Argus et al. [2014] and Peltier et al. [2015]). Even if future analyses based upon more rigorous physical and
observational constraints were to invalidate the 16G estimate of the magnitude of MWP1b, they would have
to explain how a less dramatic event produced the sedimentary record rather than discounting the existence
of MWP1b entirely.

Unlike the analyses of Golledge et al. [2014], our simulations aim to demonstrate the glaciological consis-
tency of the 16G glaciation history reconstruction in a generic ice-dynamical sense rather than being tuned to
demonstrate the plausibility of some particular explanation for the Antarctic deglaciation sequence. Figure 15
clarifies the reconfiguration of grounded and floating ice corresponding to the mass losses of Figure 16, which
may or may not be explicable in terms of the particular hypothesis proposed by Golledge et al. [2014]. It is
nevertheless interesting that the two methodologies have led to the same conclusion concerning both the
magnitude of the contribution of Antarctica to Meltwater Pulse 1A and to its geographical origins.

5. Conclusions

By nudging local simulations of the glaciation histories of Greenland and Antarctica to those of the
GlA-inferred 16G model over the timescale of the most recent glaciation-deglaciation cycle, we have pro-
vided a means whereby this methodology may be employed to investigate the glaciological consistency of
the GlA-inferred models of these histories. The mass balance nudging methodology we have developed also
provides an alternative means of assessing the nonuniqueness of the glaciation histories delivered by appli-
cation of the GIA-based reconstruction technique. Based upon the fact that we can keep nudged dynamical
simulations consistent with 16G without giving rise to gross physical anomalies, we can conclude that the
GIA methodology not only successfully passes the critical test of glaciological consistency but is also deliver-
ing additional important insights into ice physical processes. Concerning the description of ice dynamics at
grounding lines and at the edges of ice sheets in general, the fact that consistency cannot be maintained with
nudging at or below the amplitude of surface mass balances (z; ~ 1000+ years) points to the inadequacy of
established parameterizations of the higher-order physics that must have played a crucial role during catas-
trophic events such as MWP1a and MWP1b. A great deal of research effort has already been targeted toward
the improvement of models of ice sheet dynamical behavior, but the logical interpretation of our methods
provides a coherent basis for evaluating such efforts with respect to the extensively validated 16G reconstruc-
tion. Greatly improved ice models and new observations will undoubtedly reveal the need for the further
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revision of I6G, but we have shown that there is no reason to suppose that the leading-order “coarse-grained”
validity of this reconstruction is in any way inconsistent with rational ice dynamics.

Concerning the new results that our nudging methodology has delivered concerning the glaciation history
of the Greenland ice sheet, the primary contribution of the work reported herein has concerned the post LGM
mass loss from this system. In TP02 and Tarasov and Peltier [2004], it was suggested that the best estimate
of this contribution to the post LGM rise of sea level was approximately 2 m. Here we have suggested that
the data constraining this mass loss would be equally accepting of a 50% increase in this estimate, primarily
derivative of the application of an improved calving parameterization.

Insofar as our new analysis of Antarctic glaciation history is concerned, this has proved a much more severe
test of the nudging methodology, especially regarding the geographical origins and magnitudes of the
Antarctic contributions to meltwater pulses 1A and 1B. In Argus et al. [2014] it was demonstrated that appli-
cation of the GIA reconstruction methodology predicted that if there was a contribution from Antarctica to
meltwater pulse 1A, this was predicted to be of no more than 2 min the associated net eustatic sea level rise.
It was furthermore, although not exclusively, predicted to have emanated from the geographical region near
the base of the Antarctic Peninsula. These same characteristics were immediately thereafter independently
suggested by Golledge et al. [2014] on the basis of an entirely different line of argument. That such a modest
contribution to MWP 1A could have come from Antarctica is in accord with the arguments in Peltier [2005] to
the effect that the majority of this pulse must have come from Northern Hemisphere sources.

Appendix A: PISM Mass Balance, Ice Flux, and Thermodynamics

A1. Mass Balance

In typical paleoclimate ice modeling applications, typical ice models like PISM parameterize surface mass

balance, G,(L, t), through a positive degree day (PDD) scheme along the following lines; i.e.,

S(Q, 1) — Yoo II(2, 1) for S(2, ) > 740n I1(Q, 1)
GS(Q, £ = E % snow o . snow (A1)
ty ~Yice [H(Q, t) — —] otherwise,

in which S(Q, t) is the total local snowfall in millimetres over the course of a month (i.e., over time t, /12, where

ty is the length of a year), and II(Q, t) is the local number of PDDs for that month. Energy associated with

PDDs is deemed to go first into melting snow at a rate of y,,,, mm/PDD; surplus snowfall turns to ice, while

surplus PDDs go into melting ice at a rate of y;,, mm/PDD. S and IT are determined by the following statistical

model; i.e.,

te(t)
S(Q,t):/f Y (=05, 0,Q, ") Py (Q,8) dtf
ti(t)

12tho (0
(Q, ) = ﬂ/ ¥ (6ppps 1,Q, ') dt’
Y t(0)

Y(o,a,Q,t)= ! /m[1+a<£—1>]xexp [w
0

dT, (A2)
o\ 2z 20?

in which T (€, 1), and P, (L, 1) are climatological surface temperature and precipitation fields, oppp and
oys are the respective variances of temperature on days with nonfreezing conditions and on days with
precipitation, t,, is the length of a day, and

|2 & (e
t,-(t):[t J12 and tf(t)_ti<t+12) (A3)

Y

are the startand end of the current month (at time t). The climatological surface temperature and precipitation
fields are treated as offsets from a modern annual climate, i.e.,

Tourf(Q, 1) = Ty (Qu =ty +t = 12t,(t/12)) + AT(Q, 1)
Psurf(Q! t) = Psurf (Q7 _tY +t- 12ti (t/12)) X exp [”AT(Q’ t)] 5 (A4)
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in which the exponential coefficient, #, models precipitation deviation in terms of temperature deviation,
AT(Q,t) (equation (16)).

Newer ice models like PISM have introduced some parameterizations that couple the basal mass balance,
G, to the budget of meltwater beneath grounded ice (see section A1 below), but ad hoc representations of
G, for floating ice shelves are still very specific to particular studies [e.qg., Pollard and DeConto, 2009; Joughin
etal., 2014].

A2. Ice Flux
In discussing the problem that determines the local 3-D velocity, u(€2, z, t), of ice, we will project horizontal
coordinates onto a local stereographic plane and use the following notation, i.e.,

u u
ux. ) =| v [Gy.z,0) = uy | (X% X3, 1)
w us
= UX + VY + WZ = U R, + Uy X, + UsX, (A5)

while also introducing the notation

H
D (x,y,t) = ll/ D(x,y,z,t)dz.
to refer to the vertical average of a field, @ (x, y, z, t), over the ice column. u is approximated as a sum of two
velocity fields determined by the following equations, i.e.,

u~ul+u?®

H
u3D = —plg(1 - C)/ V_1 (H —Z) VthZ
B

ou?® 0UfD
G oxmv| —— + L A6
eiN YA Tox, 0x; (A6)

in which uP is the “shallow-ice approximation” (SIA) of the shearing flow of thin, grounded ice [e.g., Hutter,
1983], while u?? is the shelfy-stream approximation (SSA) of stretching flow that may exist in ice shelves and
in regions of strong basal sliding [MacAyeal, 1989]. Both of these flow regimes are approximations of the Full
Stokes (FS) model [e.g., Pattyn et al., 2008] that more generally determines u along with the scalar pressure
field, p (x, y, z, t), through the following four coupled divergence equations, i.e.,

0
V.u=0 V-o-,:;(p+pgx3)

1

o) = VE; g=Vu + a—u, (A7)

0x;
in which g is accelleration due to gravity, €; and o; are the respective ith rows of the strain rate and deviatoric
stress tensors (fori = 1, 2, or 3), and v is the viscosity of ice. Viscosity depends nonlinearly upon both u and
p, and upon ice thermodynamics that also couple to the flow structure through the basal friction (a? in the
elliptic equation pair determining u?® in equation (A6)). This coupling will be discussed in the following sub-
section, and the remainder of the current subsection will deal with the horizontal BCs of the elliptic equation
for u®®.

Albrecht et al. [2011] described a semiheuristic numerical calving parameterization by which the PISM
model approximates the horizontal kinematic BC of equations ((18), (19)), with U, given by the following
eigen-calving rule; i.e.,

2D i
v - { MU if U <0
C

0 if U <0
— |9 (0 d (2D d [ p d ; 20
U =K[Z WP x) L u®.y)-Z (u® - x) < (u®-y)|, A8
=K |2 ) () - L () () n8)
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in which the constant K multiplies the determinant of the vertically averaged horizontal strain rate tensor.
Since two equations are involved, an additional horizontal BC is required and formulated along the following
lines; i.e,

— 1 —\ . .
G- V,C = <§p,»gl2 —pocn> X -V,C, for i=1,2, (A9)

in which :
Poen = 2249 min {87,0)

is the vertically averaged ocean pressure on the ice edge.

A3. Thermodynamics and Basal Processes
Introducing the notation

Dy (x,y,1) = @ (x,y, & (X, Y, 1), 1)
ne=Vi[z-&xy. 0| (&&)=(H.B) Xy

-n,’;)_v2 n; T(A=A-n,(ng-A) (A10)

M

ng = (ny
to refer to the respective surface and basal values of a field ® (x,y,z,t) (®, and ®,), of the normal vec-
tors (n, and n,), and of the tangential projection matrices (7; and 7,), we can write down the following
temperature-based formulation for the polythermal (i.e., “cold”) ice energy equation and its BCs; i.e.,

% [pc(DT] + V- [pc(T)Tu = kVT]| = 4ve?
Ts = Tsurf

kn, - VT, — @®up - Uy = =Koy - VTpeys (A11)

in which the newly introduced quantities are the thermal diffusivities of ice and bedrock (x and x4,
respectively), the bedrock temperature distribution, T, .4, the principal strain rate,

€

2 £ - €, (A12)

i=1

and the temperature-dependent specific heat, ¢;(T), of polythermal ice that is below its pressure adjusted
melting point, T,,,(p) (which is always about T,,(0) ~ 0°C at the surface). The bed temperature has most often
been obtained by simultaneously solving a simplified vertical diffusion equation,

OThed  0°Theq

= Kf
Jat 022
Thed %, Y,B) =T, (X, ¥, 1)
aT,
—K, ;;d (., B = 5km) = Queo(x. ¥). (A13)

in a thermal buffer zone (say, a 5 km thickness of lithosphere below the grounded ice) that is heated from
below by the geothermal heat flux, Q,

geo*
In contrast to older, purely polythermal ice models like the versions of the UofT GSM used in Tarasov and
Peltier [2002] (hereafter TP02) and associated works, PISM can also represent temperate ice regions in which
ice coexists with a liquid water fraction, w, at its pressure adjusted melting point, T, (p). A thermal-hydraulic
buffer model at the lower boundary can in this context explicitly simulate a water layer of thickness W as
follows:

ow , H
=5 =D,VW+d, i w(E, p)dz, (A14)
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in which D, and d,, are, respectively, the diffusivity and drainage rate of ice with water fraction, w(E, p), that
depends upon pressure, p, and enthalpy, E. For latent heat of melting A and arbitrary reference temperature
T,, enthalphy can be determined in terms of temperature, water fraction, and pressure as follows; i.e.,

E(T) T <Tnp)

.00 ={ £1 oy +an 7= T

.
E(T) = / ¢(THdT', (A15)
To

while temperature and water fraction can be determined in terms of enthalpy and pressure by the following
inverse relations, i.e.

T oVE D) — (Ti(E), 0) E < E(T,(p))
(T, @)(E. p) = (Tm(p), —E_E"(/Z’"(p))> otherwise

_ag;(;E) =[G with T,0)=T, e

[see Aschwanden et al., 2012]. The use of an enthalpy-pressure formulation that accommodates temperate ice
naturally requires a suitable replacement for the polythermal ice energy equation (A12). We will not discuss
this aspect of the literature because the associated mathematics is complex and would only be distracting in
the present context.

Given an enthalphy-based formulation of the energy equation and an associated basal hydrology model,
the parameterizations of basal friction, a2, and plastic ice viscosity, v, are represented along the following

lines; i.e.,
T,u e 1
o? = TC%, and v=Le(eA) (A17)
ul 2
ref
in which U, is a reference velocity, and in which g and n are phenomenological power law exponents (the

Glen exponent, in the case of n). The till strength, 7., and the ice hardness, A, are prescribed, respectively, by a
Mohr-Coulomb law and an Arrhenius relation, i.e.,

1—1f, 2 for W< W,
7(W,1,B) = ¢4 + pgltan ¢(B) x Wo
1-f1, otherwise,

(A18)

—Q(E
AE.p) = Ao(E.p) exp( A ’p)>,

RT(E, p)

which parameterize how the till is strengthened by overlying ice and weakened by underlying water, and how
phenomenological ice hardness, Ay (E, p), is reduced close to the melting point described by a thermodynamic
activation energy, Q(E, p), and by the universal gas constant, R. The constants ¢, f,,, and W, specify a base till
strength, a maximum water fraction, and a reference water column height (with typical values 0,0.95,and 2 m,
respectively), and the till fraction angle, ¢(B), modifies the Mohr-Coulomb law based on bottom topography
through the following parameterization; i.e.,

Grmin for B < B
d)(B) = ¢min + (%) (¢max - ¢min) for Bmin < B < Bmax (A19)
Brmax for B < B,

in which the constants @i, Gmaxs Bmins @Nd Bay straightforwardly prescribe a linear transition between
constant threshold values.
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